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Abstract

Wavelets are mathematical tools for hierarchicalBcomposing functions. Wavelet Transform has been
proved to be a very useful tool for image processmrecent years. It allows a function which may b
described in terms of a coarse overall shape, giails that range from broad to narrofdvances in
wavelet transforms and quantization methods hawdymed algorithms capable of surpassing the egistin
image compression standards like the Joint PhopbgraExperts Group (JPEG) algorithm. For best
performance in image compression, wavelet transorequire filters that combine a number of deseabl
properties, such as orthogonality and symmetry. Nberal Networks are good alternative for solvingnm
complex problems. In this paper image compresstooemployed through multilayer network. A novel
algorithm for neural network with different techoip is proposed in this paper. Experimental restitsv
that this algorithm outperforms than other codeichsas SPIHT, EZW, STW exits in the literature émts

of simplicity and coding efficiency by successivartgion the wavelet coefficients in the space frexcy
domain and send them using adaptive decimal torypinanversion. This method holds parameters like
PSNR, MSE, BPP, CR, image size. SPHIT for importeatures.
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1. INTRODUCTION

The computers have become more and more transferoftén used for signal and image powerful, the
temptation to use digital images has become smugtkéeping in view of its “energy compaction” iristible.
Image compression plays a vital role in properties,large values tend to become larger and skwepartant and
diverse applications, including small values snmallehen the wavelet transform is televideo confeisgy remote
sensing, and medical imaging applied.[1, 2] and metig resonance imaging [3] and many Since the Sfoam is
memory efficient, exactly more [4]. These requiratseare not fulfilled with old reversible withoutet edge effects,
it is fast and simple. Techniques of compressike kourier Transform, As such the Haar Transforohnéue is
widely used Hadamard and Cosine Transform etc.tduarge mean these days in wavelet analysis. Haat
Transform is Square error occurring between origamal reconstructed one of the algorithms which reatuce the
tedious images. The wavelet transform approachesettve work of calculations. One of the earliessioms of
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purpose very efficiently. The wavelet transform,TFi4 included in HT [9]. FHT involves addition, ddweped for
signal and image processing, and has been subftraatid division by 2. Its application in extended fise on
relational data sets [5, 6]. Atmospheric turbulenoalysis, image analysis, signal the basic iddéndethe image
compression is that and image compression has hésussed in most of the images we find that their
neighbouring.

Digital Image Processing is defined as analysindj manipulating images. Image Compression has betbene
most recent emerging trend throughout the worldn&of the common advantages image compressionstlower
internet are reduction in time of webpage uploadam@ downloading and lesser storage space in tefms
bandwidth. Compressed images also make it postibléew more images in a shorter period of timelfiage
compression is essential where images need tmbedstransmitted or viewed quickly and efficienfijhe benefits
can be classified under two ways as follows: Fiesen uncompressed raw images can be stored arsiitted
easily. Secondly, compression provides better messufor transmission and storage. Image compiessidhe
representation of image in a digitized form witlieav bits maintenance only allowing acceptable lesfeimage
quality. Compression addresses the problem of redube amount of data required to represent aalighage. A
good compression scheme is always composed of roampression methods namely wavelet transformation,
predicative coding, and vector quantization anaisoWavelet transformation is an essential codawique for
both spatial and frequency domains, where it iglusedivide the information of an image into appnoation and
detail sub signals [8]. Artificial Neural Network8NN) is also used for image compression. It isysteam where
many algorithms are used. The ANN is viewed asaplymwith various nodes namely source, sink andriatg9].
The input node exists in the input layer and outmde exists in the output layer whereas hidderes@ist in one
or more hidden layers.

In ANN various learning method are used namely Pesuised, Reinforcement learning and Back propagati
Counter Propagation Neural Network (CPN) has becpapeilar since it converges faster. A level of ambeanent
in CPN is forward only Counter Propagation, whesg@ation based technique is used [10], [11]. Mediforward
only Counter Propagation is proposed where distamegics are used to find the winner among the driddyers
neurons Image compression is used to minimizeiteeis bytes of a graphics file without degradihg tjuality of
the image. There are two types of image compressopresent. They are lossy and lossless. Soméeof t
compression algorithms are used in the earlier di@yand [4] and it was one of the first to be pospd using
wavelet methods [2]. Over the past few years, &tyaof powerful and sophisticated wavelet basdtestes for
image compression have been developed and implethefihe coders provide a better quality in the ypes.
Wavelet based image compression based on setigrarng in hierarchical trees (SPIHT) [5] and [6]aspowerful,
efficient and yet computationally simple image coegsion algorithm. It provides a better performamdeen
compared to the Embedded Zero tree wavelet [75toam.

This paper addresses the following problems: (1plémenting simple algorithm, (2) obtaining high gea
quality using Peak Signal-to-Noise Ratio (PSNR) aidan Squared Error (MSE).This is followed by high
frequency wavelet coefficients bit stream.

2. Image Compression

Following the rapid development of information as@mmmunication technologies, more and more inforomati
has to be processed, stored, and transmitted im $pged over networks. The need for data compressio
transmission is increasingly becoming a signifidapic in all areas of computing and communicatid@@smputing
techniques that would considerably reduce the insze that occupies less space and bandwidth dastnission
over networks form an active research.

Image compression deals with reducing the amoudats required to represent a digital image [3].G@ssion
and the amount of distortion in the reconstructadge.
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3. Neural Network

Artificial Neural Networks have been applied to maroblems, and have demonstrated their superioxigr
classical methods when dealing with noisy or incletgpdata. One such application is for data congiwas Neural
networks seem to be well suited to this partictileaction, as they have an ability to pre-procegaiirpatterns to
produce simpler patterns with fewer componentsi&gural networks are computer algorithms inspirgdhe way
information is processed in the nervous system.imdAportant difference between neural networks ariterofAl
techniques is their ability to learn. The netwoldatns” by adjusting the interconnections (callezights) between
layers. When the network is adequately traineds #@ble to generalize relevant output for a seinpfit data. A
valuable property of

A neural network is that of generalization, wherebytrained neural network is able to provide a edrr
matching in the form of output data for a set afypously unseen input data. Learning typically asdoy example
through training, where the training algorithm dtvely adjusts the connection weights (synapsesck-
propagation (BP) is one of the most famous traimilggprithms for multilayer perceptrons. Learningalthms has
significant impact on the performance of neuralvaeks, and the effects of this depend on the tadyapplication.
The choice of suitable learning algorithms is tifene application dependent.

4. SPIHT

The different compression methods were developedifigally to achieve at least one of those objexsti What
makes SPIHT really outstanding is that it yieldstlabse qualities simultaneously. So, if in theufit you find one
method that claims to be superior to SPIHT in oveduation parameter (like PSNR), remember to see wihs in
the remaining criteria. SPIHT stands for Set Rartihg in Hierarchical Trees. The term Hierarchiteates refers to
the quad trees that we defined in our discussiokDN. The SPIHT image coding algorithm was devetbpe
1996 by Said and Pearlman and is another mordegffianplementation of the embedded zerotree wayEEW)
[2][8] algorithm by Shapiro. After the wavelet tsform is applied to an image, the main algorithnrksoby
partitioning the wavelet decomposed image into iigant and insignificant partitions based on tledldwing
function. The images obtained with wavelet-basethous yield very good visual quality. At first itas shown that
even simple coding methods produced good resulenwdombined with wavelets and is the basis for et
recently JPEG2000 standard. However, SPIHT beltmfse next generation of wavelet encoders, enipipmore
sophisticated coding. In fact, SPIHT exploits th®perties of the wavelet-transformed images toease its
efficiency. Our discussion of SPIHT will consist thiree parts. We shall refer to it as the Spatierdation Tree
Wavelet (STW) algorithm. STW is essentially the ISPlalgorithm, the only difference is that SPIHTsigghtly
more careful in its organization of coding outg.cond, we shall describe the SPIHT algorithm.ilithe easier to
explain SPIHT using the concepts underlying STWird;iwe shall see how well SPIHT compresses images.

The only difference between STW and EZW ig 8i8W uses a different approach to encoding the zee
information. STW uses a state transition modelmFmme threshold to the next, the locations of fiams values
undergo state transitions.

5. Feature of the Algorithm

Now that we have laid the groundwork for the ST\§oaithm, we can give its full description.
STW encoding
Step 1 Initialize. Choose initial threshold; = TO, such thaall transform values satisfw(m)| < TO.
Step 2: Update threshold. Let Tk = Tk-1/2.
Step 3 Apply the back propagation to Train the Network
Step 4 Dominant pass. Use the following procedure to scan through iedit the dominant list (which can change
as the procedure is executed).
Do
Get next indexnin dominant list Save old state Sold #r5{Tk-1)
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Find new state Snew =18(Tk)
Output code for state transition Seld Snew
If SnewtSold then do the following
If SoldtSR and SnewlV then
Append indexmto refinement list
Output sign ofv(m) and setvQ(m)=Tk
If Sold=lV and Snew&R then
Append child indices ahto dominant list
If Shew=SV then Remove indem from dominant list
Steps 5 while images feature value get trained.
Step 6: Refinement pass. Scan through indices in the refinement list found with higher thresheldues Tj ,
for j < k(if k=1 skip this step).
For each valua/(m), do the following:

If fw(m)| & [wQ(m), wQ(m) + TK],

then
Output bit 0
Else if Ww(m)| O[wQ(m) + Tk, wQ(m) +2Tk, then
Output bit 1

Replace value okQ(m) by wQ(m) + Tk .
Step 7: Loop. Repeat steps 2 through 4.

We would like the algorithm to have low comgtignal requirements by computing only the required
coefficients as opposed to all N2 coefficientsdarN x N image.

Let us assume that we have decided to hava@ancoefficients in the representation.

It is possible to control both (i) the numlodésignificant coefficients in the representation 4ii) the PSNR.
Its performance is comparable to the best availalgerithms.

The SPIHT encoding process, as described Jinig6ohrased in terms of pixel locations [i, jjthiar than
indices m in a scan order. To avoid introducing matation, and to highlight the connections betw8&tHT and
the other algorithms, EZW and STW, we shall rephrdme description of SPIHT from [6] in term of soary
indices. We shall also slightly modify the notatieged in the interests of clarity.

SPIHT keeps track of the states of sets ataslby means of three lists. They are the lishsifnificant sets
(LIS), the list of insignificant pixels (LIP), arttie list of significant pixels (LSP). For each lésset is identified by
a single index, in the LIP and LSP these indicgsasent the singleton sets {m} here m is the idgntj index. An
index m is called either significant or insignifidadepending on whether the transform value wignsjgnificant or
insignificant with respect to a given thresholdr Bee LIS, his index m denotes either D (m) or G.(m the former
case, the index m is said to be of type D andhenlatter case, of type G.

Algorithm by Neural Network

1. Choose training pair and copy it to input layer

2. Cycle that pattern through the net

3. Calculate error derivative between output activaiod target output

4. Back propagate the summed product of the weighisearors in the output layer to calculate the emor
the hidden units

5. Update weights according to the error on that Uniil error is low or the net settles

6. Proposed Work

Our Proposed scheme tells us that we compressrigel with Neural Network and after that we appfjedent
wavelet. So that the compression Ratio, BPP, PSNMRMSE can give the improved Result in compressmon
previous compression result. The Previous workiisiiher Image compression through Neural Networlkeither
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with two wavelets. In this work we are trying tonabine the different wavelets and Neural Networlcémpress
better compression of Image result. We apply theeleds such as EZW, WDR, SPHIT, and STW. The above
algorithms finding the parameters As PSNR, CR, BR& MSE values for the images compressed by SFEAW

and STW. The PSNR, CR, BPP, MSE values are camlilay using the following formula.

MSE is calculated by this formula:
Peak Signal to Noise Ratio (PSNR) is genenadlgd to analyze quality of image, sound and vides in dB
(decibels). PSNR calculation of two images, ongipnal and an altered image, describes how far mages are

equal.
MSE: Mean-Square error.
X: width of image.
y: height.

x*y: number of pixels (or quies).
The formula for calculating the Peak Signal to ad®atio is as follows:

2552
PSNR(AB) — 10 * 1o
(4B) eCse’
o (4, —B,|)

MSE =33
=1

=1 j x*.},

These are the result in tables showing Imape, £Eompression ratio, BPP, MSE and PNSR
Bits per Pixel

The terminology for image formats can be ceinfg because there are often several ways of thasgrihe
same format. This topic explains what the termsrmmea

If an image is 24 bits per pixel, it is alsalled a 24-bit image, a true color image, or a 1&Nbr image.
Sixteen million is roughly the number of differestlors that can be represented by 24 bits, whenethre 8 bits
for each of the red, green, and blue (RGB) values.

A 32-bit image is a specialized true-colomfiat used in image files, where the extra byte eafinformation
that is either converted or ignored when the fildoaded. The extra byte is used for an additicoddr plane in
CMYK files, which are specialized files for coloriqting. by default, converts the values to 24R&B values
when loading the image. The additional byte mayg ks used for an Alpha channel, which carries d@rfiaamation
such as a transparency indicator.

The number of distinct colors that can be espnted by a pixel depends on the number of bitpipel
(bpp). A 1 bpp image uses 1-bit for each pixeleaoh pixel can be either on or off. Each additidoiatioubles the
number of colors available, so a 2 bpp image cam Hecolors, and a 3 bpp image can have 8 colors:

e 1 bpp, 21 = 2 colors (monochrome)

The compression ratio (that is, the size ef¢tbhmpressed file compared to that of the uncorspceéle) of

lossy image codecs is nearly always far superitinabof the audio and still-image equivalents.

e Video can be compressed immensely (e.g. 100:1)littigh visible quality loss

e Audio can often be compressed at 10:1 with impdiioieploss of quality

e Still images are often lossily compressed at 1@slwith audio, but the quality loss is more notidea
especially on closer inspection.

The compression rate is 5 to 6 % in lossy aesgion while in lossless compression it is ab@uin560 % of
the actual file.
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Result
—_——Ilmagc/Wawve . : a : A a A
—ll—SPHIT .12 .26 10.512/0.673/10.568
PSNRin db
Imag SPHIT EZW WDR STW
e/Wa
ve Let
1.jpg 132.3 138.23 136.2 133.66
2.jpg 148.65 156.56 155.33 152.123
3.jpg 145.23 148.65 150.32 146.58
4.jpg 165.36 169.25 166.23 167.58
5.jpg 129.03 135.21 136.32 130.56
—_ <1
j; > m sSsPHIT
;—’ O = ELWY
MSE
Image/ SPHIT EZW WDR STW
Wave
Let
1.jpg 23.265 25.321 25.889 25.56
2.ipg 28.325 33.445 31.23 30.50
3.ipg 27.555 30.260 30.5 29.32
4.jpg 30.33 36.32 35.23 33.23
5.ipg 29.03 35.21 36.32 30.56
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VMISE graph
P
= mSPHIT
=
o I ol AB e bl e mEzw
= X ) X X X
1l.jpg 2.ipg 3.jpge 4.jpe 5.ips =WDR
Images mSTW
Compression Ratio
Image/Wave Let SPHIT EZW WDR STW
1.jpg 1.12 2.20 2.42 2.51
2.ipg 2.26 3.29 3.632 4.668
3.jpg 3. 3.66 3.212
2.56 56
4.jpg 3.33 6.32 5.23 3.23
5.jpg 6.03 8.21 6.32 7.56

Compression Ratio
£1
£ = SPHIT
= _-_h_-__-ﬂ_—L
= o - m EZ W
E l.pg 2.jpe 3.jpe d.ips S.ips AW DR
E‘ Images = STW
L
BPP
Image/Wave SPHIT EZW WDR STW
Let
1.jpg 0.12 1.20 1.42 1.51
2.ipg 0.26 2.29 0.632 1.668
3.jpg 0.512 0.81 0.66 0.79
4.ipg 0.673 1.09 0.81 1.35
5.jpg 0.568 0.66 0.68 0.85
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4. Conclusion

Authors are expected to conclude their presentationprehensively in the conclusion. Authors havisdedom
to include future research details as part of theckusion or as a separate section before the esinal, depending
on the appropriateness. Conclusion should not teheamain text; instead it should try to help thader to have a
strong view on the article’s claims. Following atical approach on own research methods and expetsncan
show maturity and impartial evaluation, which erdethe quality of your article.
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